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Problems

Day 1

[Problem 1} Let Z be the set of integers. Determine all functions f: Z — Z such that,
for all integers a and b,

f(2a) +2f(b) = f(f(a+b)).
(South Africa)

[Problem 2} In triangle ABC, point A; lies on side BC' and point B lies on side
AC. Let P and @ be points on segments AA; and BB, respectively, such that PQ is parallel
to AB. Let P, be a point on line PBy, such that Bj lies strictly between P and P;, and
/PP,C = /ZBAC. Similarly, let (); be a point on line QA;, such that A; lies strictly between
@ and @, and ZCQ1Q) = LCBA.

Prove that points P, @), P;, and () are concyclic.
(Ukraine)

[Problem 3} A social network has 2019 users, some pairs of whom are friends. When-
ever user A is friends with user B, user B is also friends with user A. Events of the following
kind may happen repeatedly, one at a time:

Three users A, B, and C such that A is friends with both B and C, but B and C'
are not friends, change their friendship statuses such that B and C' are now friends,
but A is no longer friends with B, and no longer friends with C'. All other friendship
statuses are unchanged.

Initially, 1010 users have 1009 friends each, and 1009 users have 1010 friends each. Prove that
there exists a sequence of such events after which each user is friends with at most one other
user.

(Croatia)
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Day 2

[Problem 4} Find all pairs (k,n) of positive integers such that

El= (2" —1)(2" —2)(2" —4) --- (2" — 2"71).

(El Salvador)

[Problem 5J The Bank of Bath issues coins with an H on one side and a T on the
other. Harry has n of these coins arranged in a line from left to right. He repeatedly performs
the following operation: if there are exactly k& > 0 coins showing H, then he turns over the k'"
coin from the left; otherwise, all coins show T and he stops. For example, if n = 3 the process
starting with the configuration THT would be THT — HHT — HTT — TTT, which stops
after three operations.

(a) Show that, for each initial configuration, Harry stops after a finite number of operations.

(b) For each initial configuration C, let L(C') be the number of operations before Harry stops.
For example, L(THT) = 3 and L(TTT) = 0. Determine the average value of L(C) over all
2™ possible initial configurations C'.

(USA)

[Problem 6} Let I be the incentre of acute triangle ABC with AB # AC. The
incircle w of ABC' is tangent to sides BC, CA, and AB at D, E, and F, respectively. The
line through D perpendicular to EF meets w again at R. Line AR meets w again at P. The
circumcircles of triangles PC'E and PBF meet again at ().

Prove that lines DI and P(Q meet on the line through A perpendicular to Ar.
(India)
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Solutions

Day 1

[Problem 1} Let Z be the set of integers. Determine all functions f: Z — Z such that,
for all integers a and b,

f(2a) +2f(b) = f(f(a+b)). (1)
(South Africa)

Answer: The solutions are f(n) =0 and f(n) = 2n + K for any constant K € Z.

Common remarks. Most solutions to this problem first prove that f must be linear, before
determining all linear functions satisfying (1).

Solution 1. Substituting a = 0,b =n + 1 gives f(f(n+ 1)) = f(0) +2f(n+ 1). Substituting
a=1,b=ngives f(f(n+1)) = f(2) +2f(n).

In particular, f(0) +2f(n+ 1) = f(2) + 2f(n), and so f(n+ 1) — f(n) = 5 (f(2) — £(0)).
Thus f(n+ 1) — f(n) must be constant. Since f is defined only on Z, this tells us that f must
be a linear function; write f(n) = Mn+ K for arbitrary constants M and K, and we need only
determine which choices of M and K work.

Now, (1) becomes

2Ma+ K +2(Mb+ K) = M(M(a+b)+ K) + K
which we may rearrange to form
(M —2)(M(a+0b)+ K) =0.

Thus, either M = 2, or M(a+b) + K = 0 for all values of a + b. In particular, the only possible
solutions are f(n) = 0 and f(n) = 2n + K for any constant K € Z, and these are easily seen to
work.

Solution 2. Let K = f(0).
First, put @ = 0 in (1); this gives
f(F0) =2f(b) + K (2)
for all b e Z.
Now put b = 0 in (1); this gives
f(2a) +2K = f(f(a)) = 2f(a) + K,

where the second equality follows from (2). Consequently,

f(2a) = 2f(a) - K (3)

for all a € Z.
Substituting (2) and (3) into (1), we obtain

f(2a) +2f(b) = f(f(a+1D))
2f(a) — K +2f(b) =2f(a+b) + K
fla)+ f(b) = fla+b) + K.
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Thus, if we set g(n) = f(n) — K we see that g satisfies the Cauchy equation g(a + b) =
g(a)+g(b). The solution to the Cauchy equation over Z is well-known; indeed, it may be proven
by an easy induction that g(n) = Mn for each n € Z, where M = g(1) is a constant.

Therefore, f(n) = Mn + K, and we may proceed as in Solution 1.

Comment 1. Instead of deriving (3) by substituting b = 0 into (1), we could instead have observed
that the right hand side of (1) is symmetric in a and b, and thus

f(2a) +2f(b) = f(2b) +2f(a).
Thus, f(2a) —2f(a) = f(2b) — 2f(b) for any a,b € Z, and in particular f(2a) — 2f(a) is constant.

Setting a = 0 shows that this constant is equal to —K, and so we obtain (3).

Comment 2. Some solutions initially prove that f(f(n)) is linear (sometimes via proving that
f(f(n)) — 3K satisfies the Cauchy equation). However, one can immediately prove that f is linear by
substituting something of the form f(f(n)) = M'n + K’ into (2).



8 Bath — UK, 11th-22nd July 2019

[Problem 2J In triangle ABC, point A; lies on side BC and point Bj lies on side
AC. Let P and @ be points on segments AA; and BB, respectively, such that PQ is parallel
to AB. Let P; be a point on line PB;, such that Bj lies strictly between P and P;, and
/PP, C = /ZBAC. Similarly, let ()1 be a point on line Ay, such that A; lies strictly between
Q@ and Q)¢, and ZCQQ) = LCBA.

Prove that points P, @, P;, and () are concyclic.
(Ukraine)

Solution 1. Throughout the solution we use oriented angles.
Let rays AA; and BB intersect the circumcircle of AAC'B at As and By, respectively. By

/QPAy = /BAAy = /BByAy = /QByAs,

points P, (), Ay, By are concyclic; denote the circle passing through these points by w. We shall
prove that P, and @), also lie on w.

By
LCAA, = LCOAA = LCBA = LCQ1Q = LCQ1 Ay,

points C, @1, Az, Ay are also concyclic. From that we get
LQQ1Ay = LAQ1Ay = LACAy = L/ BCAy = LZBAAy = ZQPAs,

so ()1 lies on w.
It follows similarly that P; lies on w.

Solution 2. First consider the case when lines PP; and Q)1 intersect each other at some
point R.
Let line PQ meet the sides AC and BC' at E and F, respectively. Then

/PP C=/BAC = /ZPEC,

so points C, F/, P, P, lie on a circle; denote that circle by wp. It follows analogously that points
C, F,Q, @ lie on another circle; denote it by wq.

Let AQ) and BP intersect at T. Applying Pappus’ theorem to the lines AA; P and BB;Q
provides that points C' = AB; n BA;, R = A1Q n B1P and T = AQ n BP are collinear.

Let line RCT meet PQ and AB at S and U, respectively. From AB || PQ we obtain

SP_UB _SF
SQ UA SE’

SO
SP.SE =SQ-SF.
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So, point S has equal powers with respect to wp and wg, hence line RCS is their radical
axis; then R also has equal powers to the circles, so RP- RP, = R(Q - RQ),, proving that points
P, P, Q,Q, are indeed concyclic.

Now consider the case when PP, and (Q(); are parallel. Like in the previous case, let AQ
and BP intersect at T. Applying Pappus’ theorem again to the lines AA; P and BB;(Q, in this
limit case it shows that line C'T" is parallel to PP, and QQ).

Let line C'T meet PQ and AB at S and U, as before. The same calculation as in the
previous case shows that SP-SE = SQ - SF, so S lies on the radical axis between wp and wg.

Line C'ST, that is the radical axis between wp and wq, is perpendicular to the line £ of centres
of wp and wg. Hence, the chords PP, and QQQ); are perpendicular to ¢. So the quadrilateral
PPQ,Q is an isosceles trapezium with symmetry axis ¢, and hence is cyclic.

Comment. There are several ways of solving the problem involving Pappus’ theorem. For example,
one may consider the points K = PBy n BC and L = QA; n AC. Applying Pappus’ theorem to the
lines AA; P and QBB we get that K, L, and PQ n AB are collinear, i.e. that KL || AB. Therefore,
cyclicity of P, @, P;, and ()1 is equivalent to that of K, L, P;, and Q1. The latter is easy after noticing
that C also lies on that circle. Indeed, e.g. Z(LK,LC) = Z(AB,AC) = Z(P, K, P,C) shows that K
lies on circle KLC.

This approach also has some possible degeneracy, as the points K and L may happen to be ideal.
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[Problem ?’J A social network has 2019 users, some pairs of whom are friends. When-
ever user A is friends with user B, user B is also friends with user A. Events of the following
kind may happen repeatedly, one at a time:

Three users A, B, and C such that A is friends with both B and C, but B and C
are not friends, change their friendship statuses such that B and C' are now friends,
but A is no longer friends with B, and no longer friends with C'. All other friendship
statuses are unchanged.

Initially, 1010 users have 1009 friends each, and 1009 users have 1010 friends each. Prove that
there exists a sequence of such events after which each user is friends with at most one other
user.

(Croatia)

Common remarks. The problem has an obvious rephrasing in terms of graph theory. One
is given a graph G with 2019 vertices, 1010 of which have degree 1009 and 1009 of which have
degree 1010. One is allowed to perform operations on G of the following kind:

Suppose that vertex A is adjacent to two distinct vertices B and C which are not
adjacent to each other. Then one may remove the edges AB and AC from G and
add the edge BC' into G.

Call such an operation a refriending. One wants to prove that, via a sequence of such refriend-
ings, one can reach a graph which is a disjoint union of single edges and vertices.
All of the solutions presented below will use this reformulation.

Solution 1. Note that the given graph is connected, since the total degree of any two vertices
is at least 2018 and hence they are either adjacent or have at least one neighbour in common.
Hence the given graph satisfies the following condition:

Every connected component of G with at least three vertices is not complete
and has a vertex of odd degree.

(1)

We will show that if a graph G satisfies condition (1) and has a vertex of degree at least 2, then
there is a refriending on G that preserves condition (1). Since refriendings decrease the total
number of edges of G, by using a sequence of such refriendings, we must reach a graph G with
maximal degree at most 1, so we are done.
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Pick a vertex A of degree at least 2 in a connected component G’ of (G. Since no component
of G with at least three vertices is complete we may assume that not all of the neighbours
of A are adjacent to one another. (For example, pick a maximal complete subgraph K of G’.
Some vertex A of K has a neighbour outside K, and this neighbour is not adjacent to every
vertex of K by maximality.) Removing A from G splits G’ into smaller connected components
G1,...,Gy (possibly with & = 1), to each of which A is connected by at least one edge. We
divide into several cases.

Case 1: k =2 and A is connected to some G; by at least two edges.

Choose a vertex B of G; adjacent to A, and a vertex C' in another component G; adjacent
to A. The vertices B and C are not adjacent, and hence removing edges AB and AC and
adding in edge BC' does not disconnect G’. It is easy to see that this preserves the condition,
since the refriending does not change the parity of the degrees of vertices.

Case 2: k = 2 and A is connected to each G; by exactly one edge.

Consider the induced subgraph on any G; and the vertex A. The vertex A has degree 1 in
this subgraph; since the number of odd-degree vertices of a graph is always even, we see that
G; has a vertex of odd degree (in G). Thus if we let B and C' be any distinct neighbours of A,
then removing edges AB and AC' and adding in edge BC' preserves the above condition: the
refriending creates two new components, and if either of these components has at least three
vertices, then it cannot be complete and must contain a vertex of odd degree (since each G;

does).

Case 3: k=1 and A is connected to Gy by at least three edges.

By assumption, A has two neighbours B and C which are not adjacent to one another.
Removing edges AB and AC' and adding in edge BC' does not disconnect G. We are then done
as in Case 1.

Case 4: k=1 and A is connected to G1 by exactly two edges.

Let B and C' be the two neighbours of A, which are not adjacent. Removing edges AB
and AC' and adding in edge BC' results in two new components: one consisting of a single
vertex; and the other containing a vertex of odd degree. We are done unless this second
component would be a complete graph on at least 3 vertices. But in this case, G; would be a
complete graph minus the single edge BC, and hence has at least 4 vertices since G’ is not a
4-cycle. If we let D be a third vertex of GGy, then removing edges BA and BD and adding in
edge AD does not disconnect G'. We are then done as in Case 1.

A

Comment. In fact, condition 1 above precisely characterises those graphs which can be reduced to a
graph of maximal degree < 1 by a sequence of refriendings.
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Solution 2. As in the previous solution, note that a refriending preserves the property that a
graph has a vertex of odd degree and (trivially) the property that it is not complete; note also
that our initial graph is connected. We describe an algorithm to reduce our initial graph to a
graph of maximal degree at most 1, proceeding in two steps.

Step 1: There exists a sequence of refriendings reducing the graph to a tree.

Proof. Since the number of edges decreases with each refriending, it suffices to prove the fol-
lowing: as long as the graph contains a cycle, there exists a refriending such that the resulting
graph is still connected. We will show that the graph in fact contains a cycle Z and vertices
A, B, C such that A and B are adjacent in the cycle Z, C' is not in Z, and is adjacent to A but
not B. Removing edges AB and AC and adding in edge BC' keeps the graph connected, so we
are done.

B C

To find this cycle Z and vertices A, B, C, we pursue one of two strategies. If the graph
contains a triangle, we consider a largest complete subgraph K, which thus contains at least
three vertices. Since the graph itself is not complete, there is a vertex C' not in K connected
to a vertex A of K. By maximality of K, there is a vertex B of K not connected to C', and
hence we are done by choosing a cycle Z in K through the edge AB.

B C

If the graph is triangle-free, we consider instead a smallest cycle Z. This cycle cannot
be Hamiltonian (i.e. it cannot pass through every vertex of the graph), since otherwise by
minimality the graph would then have no other edges, and hence would have even degree at
every vertex. We may thus choose a vertex C' not in Z adjacent to a vertex A of Z. Since the
graph is triangle-free, it is not adjacent to any neighbour B of A in Z, and we are done. O

Step 2: Any tree may be reduced to a disjoint union of single edges and vertices by a sequence
of refriendings.

Proof. The refriending preserves the property of being acyclic. Hence, after applying a sequence
of refriendings, we arrive at an acyclic graph in which it is impossible to perform any further
refriendings. The maximal degree of any such graph is 1: if it had a vertex A with two
neighbours B, C', then B and C would necessarily be nonadjacent since the graph is cycle-free,
and so a refriending would be possible. Thus we reach a graph with maximal degree at most 1
as desired. ]
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Day 2

[Problem 4j Find all pairs (k,n) of positive integers such that

El= (2" —1)(2" — 2)(2" —4) --- (2" — 2" 1), (1)
(El Salvador)
Answer: The only such pairs are (1,1) and (3,2).

Common remarks. In all solutions, for any prime p and positive integer N, we will denote
by v,(N) the exponent of the largest power of p that divides N. The right-hand side of (1) will
be denoted by L,; that is, L, = (2" — 1)(2" —2)(2" —4)--- (2" — 2"1),

Solution 1. We will get an upper bound on n from the speed at which vy(L,,) grows.
From
L,=(2"—1)(2" —2)--- (2" — 277t = ot 2F+n=Don _1y(ont _1)... (2L — 1)
we read
n(n—1)

2
On the other hand, vy(k!) is expressed by the Legendre formula as

-S|

As usual, by omitting the floor functions,

Vo(Lp) =1424 -4+ (n—1) =

k
Mw<2§=b

i=1
Thus, k! = L,, implies the inequality

n(n—1)

5 < k. (2)

In order to obtain an opposite estimate, observe that

2

L,=(2"—1)(2"—=2)---(2" =2 H < (2")" = 2",
We claim that

2*<G@§Q) for n > 6. (3)

For n = 6 the estimate (3) is true because 26 < 6.9 - 10'° and ("("271))! = 15! > 1.3- 10"
For n > 7 we prove (3) by the following inequalities:

(7”(”2_ 1))! —15!-16-17--- 7”(”2_ Y g3, 16700 15

n2

— 92n(n—1)-24 2n2 con(n=2)-24 _ 9
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Putting together (2) and (3), for n > 6 we get a contradiction, since
-1
L, < 2’ < (%)' <kl'=1,.

Hence n > 6 is not possible.
Checking manually the cases n < 5 we find

Li=1=1, Ly=6=3, 5/ <L;=168<6!,
7' <L, =20160 <8  and 10! < Ls = 9999360 < 11!.

So, there are two solutions:

(k,n) e {(1,1),(3,2)}.

Solution 2. Like in the previous solution, the cases n = 1,2, 3,4 are checked manually. We
will exclude n > 5 by considering the exponents of 3 and 31 in (1)

For odd primes p and distinct integers a, b, coprime to p, with p | a — b, the Lifting The
Exponent lemma asserts that

vp(aj — V) = vp(a —b) + v,(7).

Notice that 3 divides 2/ — 1 if only if j is even; moreover, by the Lifting The Exponent lemma
we have

v3(29 — 1) = v3(47 — 1) = 1+ v3(j) = v3(35).

Hence,

vs(Lo) = D> vs(# —1) = > s(35).

2j<n i<l2)

Notice that the last expression is precisely the exponent of 3 in the prime factorisation of (3[%]) L.
Therefore

3@ <k<3m+2. (4)

Suppose that n > 5. Note that every fifth factor in L,, is divisible by 31 = 2° — 1, and hence
we have vs;(Ly,) = |£]. Then

%ggJ@mL ) = v (k) :iLﬂJJ i:si:_ (5)

=1

<.

By combining (4) and (5),
n
son < % which is inconsistent with the inequality n > 5.
Comment 1. There are many combinations of the ideas above; for example combining (2) and (4)

also provides n < 5. Obviously, considering the exponents of any two primes in (1), or considering one
prime and the magnitude orders lead to an upper bound on n and k.
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Comment 2. This problem has a connection to group theory. Indeed, the right-hand side is the
order of the group GL,(F2) of invertible n-by-n matrices with entries modulo 2, while the left-hand
side is the order of the symmetric group S; on k elements. The result thus shows that the only
possible isomorphisms between these groups are GL1(Fo) = S; and GLy(F2) = S3, and there are in
fact isomorphisms in both cases. In general, GL,(F2) is a simple group for n > 3, as it is isomorphic
to PSLy,(Fy).

There is also a near-solution of interest: the right-hand side for n = 4 is half of the left-hand side
when k = 8; this turns out to correspond to an isomorphism GL4(F9) =~ Ag with the alternating group
on eight elements.

However, while this indicates that the problem is a useful one, knowing group theory is of no use
in solving it!
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[Problem 5J The Bank of Bath issues coins with an H on one side and a 7" on the
other. Harry has n of these coins arranged in a line from left to right. He repeatedly performs
the following operation: if there are exactly k& > 0 coins showing H, then he turns over the k'"
coin from the left; otherwise, all coins show 7" and he stops. For example, if n = 3 the process
starting with the configuration THT would be THT — HHT — HTT — TTT, which stops
after three operations.

(a) Show that, for each initial configuration, Harry stops after a finite number of operations.

(b) For each initial configuration C, let L(C') be the number of operations before Harry stops.
For example, L(THT) = 3 and L(TTT) = 0. Determine the average value of L(C') over all
2™ possible initial configurations C'.

(USA)
Answer: The average is tn(n + 1).

Common remarks. Throughout all these solutions, we let E(n) denote the desired average
value.

Solution 1. We represent the problem using a directed graph G, whose vertices are the
length-n strings of H’s and T’s. The graph features an edge from each string to its successor
(except for T'T ---T'T, which has no successor). We will also write H =T and T = H.

The graph G| consists of a single vertex: the empty string. The main claim is that G,, can
be described explicitly in terms of G,,_1:

e We take two copies, X and Y, of G,,_1.

e In X, we take each string of n —1 coins and just append a T to it. In symbols, we replace
S1°"Sn—1 with S1- SnflT.

e In Y, we take each string of n — 1 coins, flip every coin, reverse the order, and append
an H to it. In symbols, we replace sy ---s,_1 with 5, 15, o---51H.

e Finally, we add one new edge from Y to X, namely HH---HHH — HH---HHT.

We depict G4 below, in a way which indicates this recursive construction:

Y |HHTH HTHH THTH TTHH
| ™~ | ™~ |

HHHH HTTH «<— TTTH THHH

X | HTTT THTT HTHT THHT
| ™| | >~
T7TTTr HHTT <—— HHHT TTHT

We prove the claim inductively. Firstly, X is correct as a subgraph of G,,, as the operation on
coins is unchanged by an extra 7" at the end: if s;---s,_1 issent tot;---t,_1, then sy -5, 1T
is sent to ¢y ---t,17.

Next, Y is also correct as a subgraph of G, as if s;---s,_; has k occurrences of H, then
Sp—1---51H has (n —1 —k) + 1 =n — k occurrences of H, and thus (provided that k£ > 0), if
S1-+-Sp_1 is sent to ¢y ---t,_;, then 5,_;---5.H is sent to t,_1---t; H.
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Finally, the one edge from Y to X is correct, as the operation does send HH --- HHH to
HH---HHT.

To finish, note that the sequences in X take an average of F(n — 1) steps to terminate,
whereas the sequences in Y take an average of F(n — 1) steps to reach HH --- H and then an
additional n steps to terminate. Therefore, we have

1
E(n) = 5 (E(n—1) + (E(n—1) +n)) = B(n = 1) + 5.
We have E(0) = 0 from our description of Gy. Thus, by induction, we have E(n) = £(1+---+
n) = tn(n + 1), which in particular is finite.

Solution 2. We consider what happens with configurations depending on the coins they start
and end with.

e If a configuration starts with H, the last n — 1 coins follow the given rules, as if they were
all the coins, until they are all T', then the first coin is turned over.

e If a configuration ends with 7', the last coin will never be turned over, and the first
n — 1 coins follow the given rules, as if they were all the coins.

e If a configuration starts with 7" and ends with H, the middle n — 2 coins follow the given
rules, as if they were all the coins, until they are all T'. After that, there are 2n — 1 more
steps: first coins 1, 2, ..., n — 1 are turned over in that order, then coins n, n—1, ..., 1
are turned over in that order.

As this covers all configurations, and the number of steps is clearly finite for 0 or 1 coins, it
follows by induction on n that the number of steps is always finite.

We define E4p(n), where A and B are each one of H, T or =, to be the average number of
steps over configurations of length n restricted to those that start with A, if A is not *, and
that end with B, if B is not = (so = represents “either H or 7). The above observations tell us
that, for n > 2:

e Eyr(n) = E(n—2)+ 1 (by using both the observations for H+ and for «T').
( n—2)+2n—1.
Eyg(n) + Egr(n)), so Egy(n) = 2E(n — 1) — E(n — 2) + 1. Similarly,
1)—E(n—2)—1. So

B(n) = 7(Eur(n) + Bun(n) + Ere(n) + Er(n) = B(n— 1)+ 2.
We have F(0) = 0 and E(1) = 3, so by induction on n we have E(n) = tn(n + 1).

Solution 3. Let H; be the number of H’s in positions 1 to i inclusive (so H, is the total
number of H’s), and let I; be 1 if the i*" coin is an H, 0 otherwise. Consider the function

t(i) = I, + 2(min{s, H,} — H,).

We claim that #(7) is the total number of times coin ¢ is turned over (which implies that the
process terminates). Certainly ¢(i) = 0 when all coins are T’s, and t(i) is always a nonnegative
integer, so it suffices to show that when the k' coin is turned over (where k = H,,), t(k) goes
down by 1 and all the other #(7) are unchanged. We show this by splitting into cases:
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e If i <k, I; and H; are unchanged, and min{i, H,} = i both before and after the coin flip,
so t(7) is unchanged.

e Ifi> k, min{i, H,} = H, both before and after the coin flip, and both H,, and H; change
by the same amount, so t(7) is unchanged.

e If i = k and the coin is H, I; goes down by 1, as do both min{i, H,} = H,, and H;; so
t(i) goes down by 1.

e If i = k and the coin is T, I; goes up by 1, min{i, H,,} = ¢ is unchanged and H; goes up
by 1; so t(i) goes down by 1.

We now need to compute the average value of

n n

Zn:t(i) = i Ii+2) min{i, H,} —2 > Hi.
=1 =1 =1 i=1

The average value of the first term is %n, and that of the third term is —%n(n +1). To compute
the second term, we sum over choices for the total number of H’s, and then over the possible

values of 7, getting
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Now, in terms of trinomial coefficients,

and
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So the second term above is
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and the required average is

E(n)=%n+n2—w—%n(n+l)=

n(n+1)
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Solution 4. Harry has built a Turing machine to flip the coins for him. The machine is
initially positioned at the k" coin, where there are k coins showing H (and the position before
the first coin is considered to be the 0" coin). The machine then moves according to the
following rules, stopping when it reaches the position before the first coin: if the coin at its
current position is H, it flips the coin and moves to the previous coin, while if the coin at its
current position is 7T, it flips the coin and moves to the next position.

Consider the maximal sequences of consecutive moves in the same direction. Suppose the
machine has a consecutive moves to the next coin, before a move to the previous coin. After
those a moves, the a coins flipped in those moves are all H’s, as is the coin the machine is
now at, so at least the next a + 1 moves will all be moves to the previous coin. Similarly,
a consecutive moves to the previous coin are followed by at least a + 1 consecutive moves to
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the next coin. There cannot be more than n consecutive moves in the same direction, so this
proves that the process terminates (with a move from the first coin to the position before the
first coin).

Thus we have a (possibly empty) sequence a; < -+ < a; < n giving the lengths of maximal
sequences of consecutive moves in the same direction, where the final a; moves must be moves
to the previous coin, ending before the first coin. We claim there is a bijection between initial
configurations of the coins and such sequences. This gives

1 n(n+1)
5(1+2+---+n) ==

as required, since each ¢ with 1 < i < n will appear in half of the sequences, and will contribute ¢
to the number of moves when it does.

To see the bijection, consider following the sequence of moves backwards, starting with the
machine just before the first coin and all coins showing 7'. This certainly determines a unique
configuration of coins that could possibly correspond to the given sequence. Furthermore, every
coin flipped as part of the a; consecutive moves is also flipped as part of all subsequent sequences
of a; consecutive moves, for all £ > j, meaning that, as we follow the moves backwards, each
coin is always in the correct state when flipped to result in a move in the required direction.
(Alternatively, since there are 2" possible configurations of coins and 2" possible such ascending
sequences, the fact that the sequence of moves determines at most one configuration of coins,
and thus that there is an injection from configurations of coins to such ascending sequences, is
sufficient for it to be a bijection, without needing to show that coins are in the right state as
we move backwards.)

E(n) =

Solution 5. We explicitly describe what happens with an arbitrary sequence C' of n coins.
Suppose that C' contain k coins showing H at positions 1 < ¢ <co <---<c¢p <n

Let ¢ be the minimal index such that ¢; > k. Then the first few steps will consist of turning
over the k™ (k+ 1) ... ¢™ (¢; — D)™, (¢; —2)™, ..., k'™ coins in this order. After that
we get a configuration with £ — 1 coins showing H at the same positions as in the initial one,
except for ¢;. This part of the process takes 2(¢; — k) + 1 steps.

After that, the process acts similarly; by induction on the number of H’s we deduce that

the process ends. Moreover, if the ¢; disappear in order ¢;,, ..., ¢;, , the whole process takes
k k k
Z (ci; — (K +1-37)) Z Zk+1—] +k:—2203—k2
j=1 j=1 j=1 7j=1

steps.

Now let us find the total value Sy of L(C) over all (Z) configurations with exactly k& coins
showing H. To sum up the above expression over those, notice that each number 1 < i < n
appears as c¢; exactly (Zj) times. Thus

. (n_l)ii_ <n)k2:2(n—1)(-k;-_(ﬂi)—!k+1).n(n; 1) _n-~-(nk—!k:+1)k2
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Therefore, the total value of L(C) over all configurations is

é = n—lZi]( ) Z<n—1):n(n—l)Q"‘QJrnQn—l:an'
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Hence the required average is F(n) =
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[Problem GJ Let I be the incentre of acute triangle ABC' with AB # AC. The
incircle w of ABC' is tangent to sides BC, CA, and AB at D, E, and F, respectively. The
line through D perpendicular to EF meets w again at R. Line AR meets w again at P. The
circumcircles of triangles PC'E and PBF meet again at ().

Prove that lines DI and P(@ meet on the line through A perpendicular to AI.
(India)

Common remarks. Throughout the solution, Z(a,b) denotes the directed angle between
lines a and b, measured modulo 7.

Solution 1.

Step 1. The external bisector of ZBAC' is the line through A perpendicular to I A. Let DI
meet this line at L and let DI meet w at K. Let N be the midpoint of FF', which lies on I A
and is the pole of line AL with respect to w. Since AN - Al = AE? = AR - AP, the points R,
N, I, and P are concyclic. As IR = I P, the line NI is the external bisector of ZPNR, so PN
meets w again at the point symmetric to R with respect to AN —i.e. at K.

Let DN cross w again at S. Opposite sides of any quadrilateral inscribed in the circle w
meet on the polar line of the intersection of the diagonals with respect to w. Since L lies on
the polar line AL of N with respect to w, the line P.S must pass through L. Thus it suffices to
prove that the points S, ), and P are collinear.

Step 2. Let ' be the circumcircle of ABIC'. Notice that

/(BQ,QC) = £(BQ,QP) + Z(PQ,QC) = L(BF,FP) + Z(PE,EC)
— /(EF,EP)+ /(FP,FE) = /(FP,EP) = /(DF,DE) = /(BI,IC),

so @ lies on I'. Let QP meet I' again at 7. It will now suffice to prove that S, P, and T
are collinear. Notice that Z(BI,IT) = Z(BQ,QT) = Z(BF,FP) = Z(FK,KP). Note
FD | FK and FFD 1 BI so FK | BI and hence IT is parallel to the line KNP. Since
DI = I K, the line IT crosses DN at its midpoint M.

Step 3. Let I’ and E’ be the midpoints of DE and DF, respectively. Since DE'-E'F = DE" =
BE'-E'I, the point E’ lies on the radical axis of w and I'; the same holds for . Therefore, this
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radical axis is E'F’, and it passes through M. Thus IM - MT = DM - MS,so S, I, D, and T
are concyclic. This shows Z(DS,ST) = Z(DI,IT) = Z(DK,KP) = Z(DS, SP), whence the
points S, P, and T are collinear, as desired.

Comment. Here is a longer alternative proof in step 1 that P, S, and L are collinear, using a circular
inversion instead of the fact that opposite sides of a quadrilateral inscribed in a circle w meet on the
polar line with respect to w of the intersection of the diagonals. Let G be the foot of the altitude from
N to the line DIK L. Observe that N, G, K, S are concyclic (opposite right angles) so

LDIP =2/DKP=/GKN + /ZDSP = Z/GSN + ANSP = LGSP,

hence I, G, S, P are concyclic. We have IG - IL = IN - IA = r? since AIGN ~ AIAL. Inverting the
circle IGSP in circle w, points P and S are fixed and G is taken to L so we find that P,S, and L are
collinear.
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Solution 2. We start as in Solution 1. Namely, we introduce the same points K, L, N, and S,
and show that the triples (P, N, K) and (P, S, L) are collinear. We conclude that K and R are
symmetric in Al, and reduce the problem statement to showing that P, @), and S are collinear.

Step 1. Let AR meet the circumcircle €2 of ABC' again at X. The lines AR and AK are
isogonal in the angle BAC'; it is well known that in this case X is the tangency point of {2 with
the A-mixtilinear circle. It is also well known that for this point X, the line X I crosses () again
at the midpoint M’ of arc BAC.

Step 2. Denote the circles BFP and CEP by Qg and ¢, respectively. Let (g cross AR
and FF again at U and Y, respectively. We have

/(UB,BF) = /(UP,PF) = /(RP, PF) = /(RF, FA),

so UB || RF.

Next, we show that the points B, I, U, and X are concyclic. Since
/Z(UB,UX) = /Z(RF,RX) = /(AF,AR) + /(FR,FA) = Z/(M'B,M'X) + Z(DR, DF),

it suffices to prove Z(IB,I1X) = £Z(M'B,M'X)+ Z(DR,DF), or Z(IB,M'B) = Z(DR, DF).
But both angles equal Z(CI,CB), as desired. (This is where we used the fact that M’ is the
midpoint of arc BAC of Q.)

It follows now from circles BUIX and BPUFY that

T— /LA

L(IU,UB) = Z(IX, BX) = Z(M'X, BX) = —
— /(EF,AF) = /(YF,BF) = Z(YU, BU),

so the points Y, U, and [ are collinear.
Let EF meet BC' at W. We have

Z(IY,YW) = Z(UY,FY) = Z(UB,FB) = /(RF, AF) = /(CI,CW),

so the points W, Y, I, and C' are concyclic.
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Similarly, if V' and Z are the second meeting points of (¢ with AR and FF, we get that
the 4-tuples (C,V,I,X) and (B, I,Z,W) are both concyclic.

Step 3. Let Q' = CY n BZ. We will show that Q" = Q.
First of all, we have

/(QY,QB) = L(CY,ZB) = /(CY,ZY) + /(ZY,BZ)

— L(CLIW) + L(IW,IB) = Z(CI,IB) = = _;A — /(FY,FB),

so @ € Qp. Similarly, Q" € Q¢. Thus Q' € Qp N Q¢ = {P,Q} and it remains to prove that
Q' # P. If we had Q' = P, we would have Z(PY,PZ) = £Z(Q'Y,Q'Z) = £(IC,IB). This
would imply

/(PY,YF)+ /(EZ,ZP) = Z(PY,PZ) = /(IC,IB) = /(PE, PF),

so circles 2 and Q¢ would be tangent at P. That is excluded in the problem conditions, so

Q- Q.

Step 4. Now we are ready to show that P, ), and S are collinear.

Notice that A and D are the poles of EW and DW with respect to w, so W is the pole
of AD. Hence, WI 1L AD. Since CI L DFE, this yields Z(IC,WI) = Z(DE, DA). On the
other hand, DA is a symmedian in ADEF, so Z(DE,DA) = Z(DN,DF) = Z(DS,DF).

Therefore,

/(PS,PF) = /(DS,DF) = /(DE,DA) = /(IC,IW)
— ZL(YC,YW) = L(YQ,YF) = Z(PQ, PF),

which yields the desired collinearity.
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